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Abstract

Analog Integrated Circuit design consists of several complex steps that are difficult
to optimize. Automating the transistor sizing process specifically comes with many
challenges. The problem has a large design space, requires complex performance
trade-offs, and needs to adjust to rapidly advancing semiconductor technology. As a
result, the task of sizing transistors is traditionally performed by experts with years
of experience. Various optimization and reinforcement learning methods have been
proposed to automate this process. While having shown great competency, these
methods must learn complex circuit dynamics from scratch, resulting in black-box
solutions. This thesis proposes that the background knowledge contained in Large
Language Models (LLMs) can guide the decisions of circuit designers, and that this
guidance can be used to improve the exploration efficiency of both mathematical op-
timizers and reinforcement learning algorithms. This thesis demonstrates that LLMs
possess a foundational understanding of analog circuit design including circuit cal-
culation and netlist comprehension. It also built a framework to integrate LLMs
as heuristic tools with existing optimization methods. This is a first-of-its-kind ex-
ploration into linking LLMs with optimization techniques for analog circuit design.
While the current experimental results do not show improvements in design quality
or speed, this work establishes the groundwork for further advancements with more
sophisticated or fine-tuned LLMs.
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Chapter 1

Introduction

1.1 Motivation

One of the most difficult reasoning tasks humans are capable of is the engineering

design process. A designer needs to be able to identify a problem and generate a

design specification. They must then leverage an extensive knowledge base of design

techniques to generate possible designs. Finally, they need to evaluate and optimize

their solution to fit real-world constraints. As a result, automating the design pro-

cess has proven to be immensely challenging. Recent advances in the development

of Large Language Models (LLMs) have introduced models that have been shown to

perform many of these key skills. While LLMs have been used to identify problems,

generate solutions, and compute results, they have been plagued with accuracy issues

and struggle with analytical reasoning. To solve the problem of designing analog

integrated circuit (IC) chips, a designer needs to be able to leverage their knowledge

of chip design principles and execute performance calculations (usually with the help

of simulation models) to design a chip that matches its specifications. This thesis

proposes a machine learning pipeline that mirrors the capabilities of an expert cir-

cuit designer, combining the reasoning and expert knowledge capabilities inherent

to LLMs with the optimization powers of reinforcement learning algorithms. The

design guidance provided by LLMs is used as a heuristic for a mathematical opti-

mizer. The goal of this heuristic is to reduce the search space of global optimizers
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and guide the training of reinforcement learning algorithms by randomly including

expert demonstrations to the exploration.

1.2 Thesis Overview

The section on Capability of LLMs in Analog Integrated Circuit Design (Chapter 3)

describes how the LLMs are evaluated to show if they contain any of the fundamen-

tal skills needed for Analog IC design. This section also includes a description of

a Python-based framework that can measure the performance of LLMs on any QA

dataset. The section regarding the use of LLMs to Improve Circuit Optimization

(Chapter 4) introduces the main contributions of the thesis: a Python-based circuit

optimizer framework that can incorporate LLM guidance to optimize analog circuits.

This framework is compatible with a variety of LLMs, analog circuits, and optimiza-

tion algorithms. It is also modular and can be used to evaluate method variations.

Using this modularity, evaluations of a few variations of LLM-guided optimization

loops were performed. The next section (Chapter 5) builds on the optimization

framework. The circuits are made compatible with the OpenAi Gym environment

framework so they are compatible with a large variety of RL and optimization algo-

rithms. Then a LLM guided RL pipeline is proposed and evaluated against the non

LLM guided RL method.

1.3 Analog Integrated Circuit Design

The Analog IC design process consists of several design stages. First, the design

specifications need to be chosen. For example, a the circuit should have a specific

gain while minimizing power consumption and noise. Decisions on device size, type,

and other process features including transistor selections and high-level floorplanning

are then made based on models of various performance functions. Once a topology

is chosen by the designer, the circuit is optimized through an iterative process of

simulation and redesign. In this process, one of the most labor-intensive steps is

14



sizing the transistors in the circuit design. Initial sizings are manually calculated by

expert designers to match performance metrics or Figures of Merit (FoM). However,

finding an optimal transistor sizing is difficult due to the large design space and

complex performance trade-offs.

1.4 Large Language Models

LLMs have been revolutionizing the field of Natural Language Processing. LLMs are

trained on text prediction tasks across large multidomain corpora. These pre-trained

models can perform complex tasks like arithmetic, question answering, and multi-step

reasoning. By leveraging few-shot examples through prompting, these models can be

competitive with task-specific fine-tuned models [5]. This makes LLMs a great fit for

data-sparse tasks because they need fewer training examples.

1.5 Reinforcement Learning

Reinforcement learning (RL) is a general-purpose learning method for generating

policies in a wide variety of environments. RL’s powerful learning strategy allows it

to be applied to various optimization problems. As action spaces or target behaviors

grow more complex, creating effective learning strategies becomes more difficult and

training times skyrocket. For some domains, including transistor sizing, deep RL

proves to be transferable [25]. However, the initial RL model still needs to be trained

from an empty policy.

15
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Chapter 2

Related Work

2.1 Automated Chip Design

Various AI methods have been deployed for improving electronic design automation

(EDA). Different stages in the design process have been tackled by a variety of machine

learning methods. Deep learning, Generative Adversarial Networks, and Deep-RL

have been deployed to solve and optimize the physical design and manufacturing

process [15, 30, 18]. RL methods have shown great success in generating improved

circuit designs [31, 26, 25]. Deep-RL has also been used to tackle performance

modeling and optimization [6, 17, 23]. These past works show that machine learning

methods and specifically Deep-RL methods can automate labor-intensive design steps.

However, these methods treat the problems like a black-box optimization problem.

The use of LLMs in the analog circuit design process can improve explainability and

reduce the extensive exploration phase needed for training the RL models.

2.2 LLMs for engineering design

The scale of LLMs has greatly improved their performance on a variety of Natural

Language Processing tasks [5]. However, this scale has also given them emergent

abilities not seen in smaller models [27]. For example, recent studies show LLMs

can perform computational and multi-step reasoning tasks [10]. They have even
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shown to solve simple optimization problems [29]. Other studies show LLMs can

act like knowledge bases [21]. When combined, these properties allow LLMs to act

like human task assistants. Specifically, recent work has demonstrated that these

emergent abilities in LLMs can be used to advance the computational design and

manufacturing process [16]. While these capabilities are powerful, their usefulness is

limited by LLMs’ inability to provide correct outputs or correct themselves without

human supervision [4].

2.3 LLMs for guiding RL algorithms

One of the largest drawbacks of reinforcement learning is that RL agents learn tabula

rasa, without knowledge of the world. In complex reward spaces, this can lead to

long training times. Work has been done with transfer learning to allow RL models

to use a previously trained model as a training starting point [32]. However, the

further two tasks are from each other the harder it is to identify if the model can be

transferable. Transformer adaptors have been proposed for LLMs to train parameter-

efficient models [13]. Other methods have been proposed using LLMs to directly guide

pre-training in the reinforcement learning process [7, 19]. These methods use the

LLMs as real-world models that can guide the learner agent toward a more plausible

direction. External Knowledge has also been incorporated into RL training pipelines

as heuristics [2].
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Chapter 3

Capability of LLMs in Analog

Integrated Circuit Design

LLMs have been shown to be able to automate parts of the design and manufactur-

ing process [16], by showing that they have a broad knowledge base of manufacturing

design skills. However, to use LLMs to empower the design of analog IC circuits, we

must verify our underlying assumptions. This thesis proposes that we can use the

information embedded in LLMs during their pre-training to guide design decisions.

This means that LLMs would need to not only contain information about analog cir-

cuit design, but we also need to be able to access that information through the correct

use of prompting. To verify these assumptions, a testing procedure was developed to

evaluate the skills of LLMs as applied to analog circuit design. Since the ability to de-

sign is difficult to quantify, much less measure, the testing procedure breaks the task

down into smaller steps that are easier to evaluate. The testing procedure is shown

in figure 3-1. The evaluation is split up into two parts. First, it tests the LLM’s

domain knowledge of analog circuit design. Second, it tests specific skills this project

needs the LLM to have to interface with the automated design pipeline. These skills

are tested with a series of tests that can be analyzed qualitatively or quantitatively.

The goal of these experiments is to test the strengths and weaknesses of LLMs when

it comes to design. The results of the experiments informed the development of the

rest of the project.
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Figure 3-1: Proposed LLM Testing Procedure
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Figure 3-2: Example of Multiple Choice LLM Question Response GPT-3.5-turbo

3.1 LLMs for General Circuit Knowledge

The first experiment performed was an evaluation of LLMs’ general analog circuits

knowledge. A dataset of 456 analog circuit design questions was compiled from a

reference of analog circuit multiple choice questions [3]. The questions were cate-

gorized by topic and restructured to be in the same format. In 3-2 an example of

the multiple-choice question format can be seen. The LLM is given some context for

the question. This includes the fact that it is about to be asked a multiple choice

question, the format it needs to respond in, and sometimes extra prompting. Then

the question is asked followed by the four possible answers.

In order to automate the experiments I developed a program that takes in any

multiple-choice QA dataset structured as a JSON file and prompts any LLM to answer

the questions. The program then parses the LLM output and extracts the LLM’s

answer. If the code is unable to find an appropriate answer, the LLM is re-prompted

to answer the question in the correct format.

Even with the same set of inputs, the performance of different models varies

greatly. With the automated testing procedure, I was able to evaluate the performance

of various commonly used state-of-the-art Large Language Models on this QA dataset.
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Figure 3-3 shows the accuracies of Meta’s Llama2 with 13b parameters, Llama2 with

70b parameters, OpenAI’s GPT-3.5-turbo, and GPT-4. [24] [20] These models were

sent the same prompt structure as shown in 3-2, including the context that they are

role-playing as an analog circuit design assistant.

An interesting aspect of LLMs is how much the exact wording of an LLM prompt

affects the results of the output. In [11], it was shown that adding text that asks the

LLM to role-play improved the performance of LLMs for various tasks. I incorporated

these techniques into my testing procedure by allowing the user to select various

additions to the LLM prompts. I specifically built in the possible addition of the

phrases: "You are an analog circuit design assistant (or expert)", "Let’s talk about

this in a step-by-step way", and "Please be sure you have the correct answer". I also

added the ability to include a few examples of questions and answers. I then tested

the effect of these prompt techniques on the performance of the LLMs on the QA

dataset.

Figure 3-4 shows the performance of the same Large Language Model (Meta’s

Llama 2 with 70 billion parameters) on the QA dataset. The prompt techniques tested

were the inclusion of 3 example questions and their correct answers, and the addition

of the prompt techniques mentioned above. For this Large Language Model, the

addition of examples to the prompt made the largest and most consistent improvement

in its performance. However, the inclusion of three prompting techniques together:

examples, assistant, and step-by-step showed the largest performance boost. These

experiments tested very simple prompt tuning techniques. Further work could be done

to improve the performance of the LLMs through both manual [28] and automated

prompt tuning [1]. However, these results show that there is a benefit to including

prompt tuning techniques to improve general LLM performance.

While not perfect, these results show that pre-trained large language models not

tuned for specific analog circuit design tasks have access to and are able to utilize

general circuit design knowledge to answer domain-specific questions. With some

prompt tuning or fine-tuning of the models, even more accuracy could possibly be

achieved.
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Figure 3-3: Zero Shot Accuracy on QA Dataset

Figure 3-4: Prompt Techniques on QA Dataset with Llama2-70b
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Figure 3-5: SPICE Op Amp Circuit Netlist and Circuit

3.2 LLMs for Circuit Calculations

The experiments on the QA dataset show that openly available pre-trained LLMs

contain knowledge about analog circuit design and that they can use that knowledge

to answer design questions. However, in order to design circuits, the LLMs must

be able to identify the equations relevant to the problem and be able to make the

correct calculations. These skills were tested by asking the LLM to make a very

simple calculation to achieve the desired gain. An op amp was used for this test due

to its simplicity and commonality. The circuit and its SPICE netlist are shown in 3-5.

Figure 3-6 shows the prompt the LLM is given (with the op-amp netlist omitted for

space). The right side of Figure 3-6 displays the response Meta’s Llama2-70b model

gives to this input. The model can identify what the question is asking for an answer

in the right manner. However, even with the correct equation, the model does not

seem to make the correct calculation and therefore the final answer is incorrect.

However, models like OpenAI’s ChatGPT 3.5 were able to not only identify the

right equation to use but also correctly calculate the right value to return as seen in

Figure 3-7.
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Figure 3-6: Llama2 70b Gain Calculation. Llama2 identifies the correct equation
but fails to calculate the correct value.

Figure 3-7: GPT-3.5-trubo Gain Calculation. GPT-3.5-turbo identifies the correct
equation and calculates the correct answer.
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This is just one example of two different LLM’s performance with mathematical

reasoning. However, it is largely representative of LLM’s general performance when

asked to make calculations. When asked a variety of questions about circuit calcula-

tion, LLMs can largely identify the correct expression, however unable to consistently

give correct answers to simple calculations or give correct explanations for their an-

swers. Some of the models were able to correct themselves with follow-up prompting

but the prompting needed to be specific to the LLM’s error.

3.3 LLMs for Netlist Comprehension

In order to automate the design process, LLMs need to be able to take circuits as

inputs. In electronic design, a netlist is a description of the components of a circuit

and how they are connected. They provide a textual representation of a circuit design.

If LLMs can understand netlists, then they can understand and process any circuit

if it is converted into a netlist. The previous gain experiments introduce the use of

netlists, however, LLMs full understanding of netlists needs to be tested.

To begin with, the LLM was asked to identify the components of a circuit given

a netlist. The op-amp from Figure 3-5 was used and given to the LLMs: Meta’s

Llama2-70b and OpenAI’s GPT-3.5-turbo. Figure 3-8 shows the LLM prompt and

subsequent output. For this figure, the output was truncated for brevity. Figure 3-9

shows that the LLM is able to identify what part of the circuit would need to be

modified to achieve the desired goal.

These preliminary analyses with simple circuits demonstrate that in general, these

LLMs are able to describe the components of a circuit given a circuit name and

commented netlist. They have also shown that they can identify the parts of a circuit

that affect certain performance metrics like gain and bandwidth.

Conclusion

When asked to make improvements to the circuits, the models were able to identify

and update specific parameters specified within a netlist. However, given a netlist and
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Figure 3-8: GPT-3.5-turbo is Asked to Describe Components of a Circuit. It is able
to identify all of the components using the netlist provided. (truncated)

Figure 3-9: LLM Pick Component To Modify Gain
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its performance goals and using zero-shot prompting none of the models were able

to make consistent improvements to the requested circuit metrics by just adjusting

the transistor sizes. Despite this, the results are promising because the recommended

changes did line up with procedures that a chip designer would use to refine their

design.
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Chapter 4

Using LLMs to Improve Circuit

Optimization

Now that we have demonstrated the proficiency of Large Language Models (LLMs) in

key analog circuit design tasks, the next step is to leverage these capabilities to develop

an automated chip design process. When designing an analog circuit, designers are

given a set of desired specifications they must achieve. These specifications include

goals like achieving a minimum gain, maximizing the bandwidth, and minimizing the

noise. The designer achieves those performance metrics by making changes to their

circuit. These modifications can include structural changes, however, this project

will focus on just changing the parameters of the circuit once the circuit diagram has

already been generated. This includes the sizings of the transistors and the values

of some resistors and capacitors. In order to make the proper changes, the designer

needs to understand the components of the circuits and what they do so they can

modify the correct parameters. However, due to the complex nature of circuits even

expert circuit designers need to go through the process of repeated simulation and

testing to fine tune the transistor sizings and other parameters.
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4.1 LLM as an Optimizer

Our experiments show that LLMs can comprehend netlists, identify components

within the circuits and accurately describe their functionality based on the provided

netlists. They also show that they can identify what components and parameters

need to be modified to make improvements in specific specification objectives. If

these skills could be properly leveraged, they can replicate the actions of an analog

circuit designer. Thus a possible automation strategy would be to simply replace the

actions of the designer with a Large Language Model.

4.1.1 Implementation

When replicating the actions of an expert designer in the transistor sizing step, the

LLM would need to make decisions about the sizing of each transistor in the circuit.

Then, once the circuit parameters are chosen, the updated circuit can be simulated.

Finally, upon the completion of the simulation, the LLM can be asked to make further

improvements given the new state of the circuit. Figure 4-1 shows the structure of

this automated design loop. In this method, a Large Language Model is presented

with all of the information a circuit designer would have. It is given a circuit that

needs to be modified, a description of the specifications it needs to achieve, and the

current state of the performance metrics and parameters. Then the LLM is asked to

modify the parameters. When the LLM returns a set of new parameters, the updated

values are sent to a circuit simulation software. The simulator then performs the AC

and DC simulations to measure the performance metrics and returns the result of

those experiments. In this project, the simulators used include Ngspice, SPECTRE,

and HSPICE. Finally, the new state is plugged back into the LLM and the model is

asked to improve the circuit once again. This thesis builds off the work done in [25]

and uses the same circuits to test on. The circuits tested are a Op Amp circuit, Two

Stage Transimpedance Amplifier, Three Stage Diff Trans Amplifier and Two Stage

Voltage Amplifier 4-2.
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Figure 4-1: LLM as a Circuit Optimizer

(a) Two-Stage Transimpedance
Amplifier

(b) Two-Stage Volt-
age Amplifier

(c) Three-Stage Transimpedance
Amplifier

Figure 4-2: Topologies for Three Analog Circuits to be Optimized

Op Amp Circuit

As a baseline, a simple optimization loop was set up to test the proposed optimization

loop and build the LLM parser. The prompt in Figure 3-6 was used as the problem

context for the LLM input. In order to extract an answer from the LLM output,

we developed a text parser that extracts a desired value from a text given a context

and a format. If the parser is unable to find an answer, it automatically re-prompts

the LLM to reformat its answer in the format it was asked to answer in. Then once

the answer is extracted the new value is inserted into the netlist and then simulated.

Finally, based on the output of the simulation, the LLM is given feedback on its

performance. For example, if the gain is too low, the LLM is told "This gain of your

circuit is too low. Please increase the gain". This completes the optimization loop.

For the first implementation, the simple op amp in Figure 3-5 was used as a test

case. The LLM call in Figure 3-6 was connected to the text parser and simulator to
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Figure 4-3: Two Stage Transimpedance Amplifier Circuit Diagram

create the automated optimization loop. The LLM is asked to modify the circuit to

achieve a gain of 6. Like in the previous test, the gain was achieved in one iteration

with OpenAI’s GPT-4 and in 2 iterations with Meta’s Llama2 70b.

Two Stage Transimpedance Amplifier

The next circuit tested was a Two Stage Transimpedance Amplifier (TIA) (Figure

4-3). This is still a common circuit, but it is significantly more complex than the op-

amp. This circuit contains 6 transistors and has 11 parameters that can be modified.

However, to keep the tests simple first, just one resistor value was asked to be modified

to increase the gain. The LLM prompt in Figure 4-4 was given to GPT-3.5 Turbo.

The prompt asks for a gain of 80 Ω but only lets the LLM modify the resistor Rf.

The TIA netlist given to the LLM is attached in the appendix. One thing to note

is that the search history of the LLM was included in the prompt to allow the LLM

to get more feedback than just the current value of the gain. Figure 4-5 compares

the performance of GPT-3.5-turbo and GPT-4. GPT-3.5-turbo is unable to converge

to the correct solution and does not seem to be able to interpolate a better solution

based on the search history. On the other hand, GPT-4 is able to converge to the

correct solution. Both models state that they extrapolated the relationship between

the resistor value and the gain based on the search history. However, only GPT-4

was able to make the correct calculations.

While these results are promising, this method is still limited to single goals and

single parameters for an easily interpretable relationship. In addition, these experi-
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Figure 4-4: LLM Optimization Prompt for TIA. GPT-3.5-turbo

ments consistently show that the LLM continues to struggle with mathematical rea-

soning and returning numerical answers.

While the outlined automation works for very simple circuits with one goal and

one parameter to change, applying this pipeline to more complicated circuits comes

with a few new key implementation questions that need to be answered. First, us-

ing more complex circuits means there are more parameters to modify. The output

generated by language models can be challenging to parse, even when searching for

single answers. Finding numerical answers in the LLM text output also consistently

proved to be a challenge. The LLMs often did not completely respect the format of

the answer. For instance, they inserted intermediary calculations or counter-example

that confused the parser. On the other hand, asking follow-up clarification questions

sometimes changed the answer the LLM gave. So far, the LLMs were only asked to

modify a single parameter. The circuits chosen to be tested have up to 18 different

parameters (see THA circuit 4-2) that can be modified and other circuits can have far

more than even that. Another large challenge is representing design goals and feed-

back solely through textual descriptions. The design specifications, or desired Figures

of Merit (FoM) are numerical inputs, and, as discussed in section 3.2, mathematical

calculations don’t play to LLM strengths. Finally, the expectation that this approach
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(a) GPT-3.5-turbo (b) GPT-4

Figure 4-5: Convergence of LLM Optimization. The larger model is able to converge
to the goal of 80 Ω but GPT-3.5-turbo is not

would enhance model transparency is also questionable. Throughout testing, LLMs

show inconsistency between the explanations provided by the language models and

their final answers. All of these problems need to be considered when applying this

LLM automation loop to a more complex task.

4.2 LLM as Guidance to a Mathematical Optimizer

Even in the smaller models like Llama2 and GPT-3.5-turbo, the LLMs are able to

identify useful design information and show some mathematical intuition. If their

expertise could be leveraged by supplementing their mathematical limitations, that

would allow for the use of smaller more efficient models. Based on these conclusions,

the next iteration of the automated chip design pipeline extends the optimization

loop to include a mathematical optimizer to make final sizing choices.

4.2.1 Goals

The question arises: Mathematical optimizers like Evolutionary Search are already

very powerful tools and perform very well on transistor sizing problems[25], so why not

just use those? As the complexity of the circuits rises and the number of parameters

increases, the search space explodes. If we can use LLMs as heuristics to navigate the
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search space more efficiently, the complexity of the circuits can be increased without

an explosion in the search time. The goal of this implementation is to see if the LLM

knowledge can be used as a way to guide the optimizers to search more effectively.

This would be measured through the number of simulations needed to find the best

parameters.

4.2.2 Implementation

For the Two Stage Transimpedance Amplifier (TIA), there are 5 specifications that

need to be achieved.

• The bandwidth needs to be maximized.

• The closed loop gain needs to be at least 7.58 * 102Ω.

• The power needs to be minimized with a maximum of 18mW.

• The noise needs to be minimized with a limit of 19.3 pA/
√
𝐻𝑧.

• The peaking needs to be minimized with a maximum of 1 dB.

In order to optimize the TIA circuit, the implementation of the optimization loop

must handle this more complicated problem space.

Like before, the LLM is given an overview of its goals and a report of its current

performance. Then it is asked to identify which component needs to be modified next

for the circuit to achieve its desired specifications. Once the component is chosen by

the LLM, the mathematical optimizer performs a search, only modifying the selected

parameters in order to find a better solution. Figure 4-6 shows the two prompts

given to the LLM. The first prompt tells the model it needs to achieve the desired

specifications and asks what specific goal it would optimize first. Then based on the

LLM’s response, the second prompt asks the LLM to pick a parameter to modify.
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Figure 4-6: Goal and Parameter LLM Optimization Prompt

Figure 4-7: Two Stage Prompt Optimization Loop
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4.2.3 Implementation Discussion

To attach the mathematical optimizers to the optimization loop, rather than ask the

LLM to modify a specific parameter itself, the model is asked to just pick a parameter

to modify. Then, that parameter is modified by a mathematical optimizer to find the

best result. For these experiments, Evolutionary Search and Random search were

used. To evaluate the circuit I represent the Figures of Merit (FoM) as the weighted

sum of the normalized performance metrics. The equation and performance bounds

are taken from [25].

A major problem with the optimizer loops is that the LLMs did not change their

answers when the prompt had limited changes. The only changes in the prompt were

the numerical values of the FoM. This poses a huge problem for the general principle

behind the optimization loop. The LLMs were able to give good advice initially about

what changes to make to the circuit. However, if the LLM no longer made significant

improvements in the goals, the prompt would not change very much and the LLMs

tended to give the same answer again and again. The design tried to mitigate this

problem by adding as much descriptive input into the model as possible. In order

to add more descriptive input, qualitative feedback was added to the performance

metrics including phrases like "this is too low" or "this is too high" [16]. However,

this did not fully mitigate the problem and in general, the performance of the LLMs

tended to flatten out relatively quickly. A technique that did help reduce this issue

was to add the phrase "You want to explore different designs." to the LLM prompt.

Another large problem in the optimization loops was a misalignment between the

performance goal of the LLM and the reward for the optimizer. While we desire an

improvement in the gain or the bandwidth individually, if the optimizer only considers

one of the goals per iteration, it might return a solution that improves the gain at

the cost of the other performance metrics. This was reflected in the performance of

this initial strategy. While the LLM was able to make modifications to satisfy the

sub-goals, the final weighted average FoM result stayed low. This fact also brings

up another misalignment. In early variations, when the model selects the goal and
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the parameter to modify, the optimizer’s reward is based solely on the performance

metric specified. However, in order for the optimization to find the best answer as

a whole the reward for all of the optimization steps was set to the weighted average

FoM. Further experiments using the FoM as a goal for the optimizer also showed

that asking the LLM to pick a performance goal to focus on did not result in any

improvement in performance as compared to giving the LLM all of the specifications

as a goal every time. This also finally aligns the prompts’ stated goal for the LLM

and the goal the optimizers are searching for.

Another design change was a shift from optimizing individual parameters to op-

timizing components of the circuit. For the TIA, there are multiple parameters that

all define the dimensions of individual transistors. Therefore, rather than asking the

LLM to pick parameters, it was changed to ask to choose which components to mod-

ify. This means that if it chose transistor M1, the optimizer would modify all of the

parameters that influenced M1. This principle could be extended to other circuit

subgroups since the effects of the components are coupled to each other. In the TIA

transistors M1, M2, M3, and M4 make a current-to-voltage conversion circuit, and

M1 and M2 make one current mirror. If the LLM could specify changes to these

component groups it could provide the LLM with more power to be specific about

the changes it recommends.

Finally, in order to improve the connection between the LLM and the optimization

loop, I added a second smaller language model to help parse the output of the LLM

[22].

The changes in the prompt can be seen in Figure 4-9. In this prompt, the goal

of the model is to maximize the FoM. Then, rather than give numerical goals, the

model is told to either maximize or minimize the performance goals and only the FoM

is given as a number. The model is then asked to pick a component to modify and

told to explore different designs. Finally, the format of the answer is specified along

with a request to explain its answer. This not only allows us to follow along with the

LLM’s designs, but it also improves the accuracy of the LLMs [28].
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Figure 4-8: LLM as Guidance to a Mathematical Optimizer

Figure 4-9: Improved LLM Optimization Prompt and Output
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Figure 4-10: TIA Comparison of Algorithms. Adding in LLM guidance shows no
improvement over the existing ES optimizer

4.2.4 Evaluation

Two Stage Transimpedance Amplifier

Figure 4-10 plots the performance of the different optimization algorithms imple-

mented. The first algorithm is the implementation of the LLM optimization loop

with the output of the GPT-3.5-turbo LLM connected to an evolutionary search op-

timizer. The second algorithm replaces the evolutionary search with a random search.

Both algorithms are set to run from 30 steps per LLM call. Then they are compared

against the baselines of a regular evolutionary search algorithm and a random search.

The two LLM-Optimizer algorithms have a similar performance and perform a lot

better than a random search. However, the regular evolutionary search algorithm

performs the best.

When comparing the performance of the LLM-Opti algorithm against a random

search baseline, the LLM-Opti algorithm has a much stronger performance as seen

in Figure 4-11a. However, since the structure of the random search algorithm is

also different, we need to test if the LLM is the cause for the improvement. In
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(a) LMM Guidance Improvement over Ran-
dom Search

(b) LLM Guidance Compared to a Random
Choice of Component

Figure 4-11: Evaluating performance of LLM-Optimizer algorithm

the test, the actions of the LLM were replaced with a random choice of the possible

components, as shown in Figure 4-11b. The LLM does not seem to have any improved

performance over a random selection of the components. This shows that the principle

of the algorithm is promising but the current LLMs or exact implementation does

not realize the model’s full potential. The optimization pipeline was also tested with

different LLMs. Figure 4-12 shows GPT-4 outperforms GPT-3.5-turbo, but not to

a significant amount, while Llama2-70b performs the worst. This implies that even

with the current state-of-the-art model the performance is not significantly improved.

Three Stage Diff Trans Amplifier and Two Stage Voltage Amplifier

Experiments were also performed with two other circuits of similar complexity 4-13.

The results of these experiments were almost identical to the tests performed on

the TIA circuit. These circuits were also used to compare the results of the LLM

guidance against random component choices to measure if the LLM’s guidance is the

cause of the performance difference. Figure 4-14 shows that for all three circuits,

the performance increases are almost identical between LLM guidance and a random

component picker. For the Two Stage Voltage Amplifier the LLM archives a higher

FoM but it also starts from a better initial parameter set.
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Figure 4-12: Comparison of Performing of Different LLMs

Conclusions

These experiments show LLMs can give good design advice and even update pa-

rameters to achieve specific goals for simple circuits. However, the structure of the

optimization loop does not seem to work well for optimizing complex circuits with

numerous objectives. During optimization one of the largest issues was an inability to

improve past a small number of initial iterations. When the LLMs were continuously

prompted with the same question with only small variations, they were unable to

adapt their responses to the simulation’s new updates.
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(a) (b)

Figure 4-13: LLM Optimization Algorithms for Three Stage Diff Trans Amplifier
and Two Stage Voltage Amplifier

(a) (b) (c)

Figure 4-14: Performance Comparison of LLM Guidance Compared to a Random
Choice of Component on All Circuits
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Chapter 5

Improving RL exploration with LLMs

One of the biggest downfalls of RL is the number of samples it needs to learn a policy

If we can guide the training of an RL algorithm to search in more productive spaces, it

could reduce the number of simulations needed to find an optimal policy. This project

proposes a framework that incorporates the LLMs’ knowledge of the design process

to guide the training of a reinforcement learning algorithm described in Figure 5-1.

5.1 Implementation

The question is how does the LLM guide an RL algorithm? In [2] the exploration

of an RL agent was guided with a heuristic. Most of the time the agent’s actions

were determined by the current RL policy. However, some percentage of the time,

Figure 5-1: LLM Guided Reinforcement Learning Optimization Loop
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the actions were determined by the heuristic. The proposed LLM-RL model uses this

framework to incorporate the guidance of the LLM while allowing the RL algorithm

to fully explore the search space. The LLM interface works in a similar fashion to

the LLM-Optimizer interface. In each iteration, the LLM will be given a description

of the context of the problem, the netlist description of the circuit, the parameters it

can modify, and the metrics of the circuit it needs to optimize. However, for the RL

loop, it asks the LLM to either increase or decrease the size of the component chosen

to improve the FoM. Then, within the reduced search space an evolutionary search

will find the sizing of the component that achieves the best FoM. Finally, this new

FoM and sizing will be returned to the RL algorithm.

The reinforcement algorithm used as a foundation for the LLM-RL pipeline is a

Deep Deterministic Policy Gradient Algorithm (DDPG). DDPG was chosen because

it can solve problems with high-dimensional observation spaces while being able to

return actions in continuous action spaces [14]. The DDPG algorithm builds off of

the structure of a Deep Q Network that learns an optimal policy by learning from

state action pairs. It combines the DQN with an actor-critic approach which lets

one neural network (the actor) learn a state action policy while the other (the critic)

evaluates the action by building a policy that estimates the quality of the actions.

DDPG applies these RL techniques to the continuous action space by including target

networks that stabilize the solution. After the actor and critic models are updated

the target actor and critic networks are updated with a weight of 𝜏 << 1. This slowly

updates the weights of target networks preventing the network from diverting due to

the complex action space.

The LLM-DDPG reinforcement learning algorithm is described in algorithm 1.

5.2 Results

Like with the LLM-Optimizer loop, the use of LLM heuristics did not improve the

search of the reinforcement learning as seen in Figure 5-2. However, one consideration

to take into account is that every time the LLM is asked for guidance it takes 30

46



Algorithm 1 DDPG [14] with LLM guidance

1: Randomly initalize critic network 𝑄(𝑠, 𝑎|𝜃𝑄), with weights 𝜃𝑄 and 𝜃𝜇.
2: Initialize target networks 𝑄′ and 𝜇′ with weights 𝜃𝑄

′ ← 𝜃𝑄 and 𝜃𝜇
′ ← 𝜃𝜇

3: Initialize replay buffer ℛ
4: for episode=1 to M do
5: Initialize random process 𝒩
6: Receive initial observation state 𝑠1
7: for t=1 to T do
8: if 𝑔 ∼ 𝒰(0, 1) < 𝜏 then
9: Get action from LLM 𝑎𝑡 = LLMGuidance(𝑠1)

10: else
11: Select 𝑎𝑡 = 𝜇(𝑠𝑡|𝜃𝜇)+𝒩𝑡 according to the current policy and exploration

noise
12: end if
13:
14: Execute action 𝑎𝑡, and observe reward 𝑟𝑡, next state 𝑠𝑡+1

15: Store (𝑠, 𝑎, 𝑟, 𝑠′, 𝑑) in replay buffer ℛ
16: Sample a random minibatch of 𝑁 transitions (𝑠, 𝑎, 𝑟, 𝑠′, 𝑑) from ℛ
17: Set 𝑦𝑖 = 𝑟𝑖 + 𝜆𝑄′(𝑠𝑖+1, 𝜇

′(𝑠𝑖+1|𝜃𝜇
′
)|𝜃𝑄′

)
18: Update critic by minimizing loss: 𝐿 = 1

𝑁

∑︀
(𝑦𝑖)−𝑄(𝑠𝑖, 𝑎𝑖|𝜃𝑄))2

19: Update actor policy using the sampled policy gradient:
20: ∇𝜃𝜇𝑖

𝐽 ≈ 1
𝑁

∑︀
𝑖∇𝑎𝑄(𝑠, 𝑎|𝜃𝑄)|𝑠=𝑠𝑖,𝑎=𝜇(𝑠𝑖)∇𝜃𝜇𝜇(𝑠|𝜃𝜇)|𝑠𝑖

21: Update target networks:
22: 𝜃𝑄

′ ← 𝜏𝜃𝑄 + (1− 𝜏)𝜃𝑄
′

23: 𝜃𝜇
′ ← 𝜏𝜃𝜇 + (1− 𝜏)𝜃𝜇

′

24: end for
25: end for

47



Figure 5-2: LLM Guided DDPG Reinforcement Learning

simulations to return an answer. This is because the LLM’s guidance is still given

to an evolutionary search optimizer which picks a final set of sizings and rewards to

send to the RL training loop. If LLM could pick its own sizings it could reduce the

number of simulations between RL policy updates.

Improvements

The way I chose to guide the RL algorithm is only one way to incorporate outside

knowledge into an RL training pipeline. Other proposed methods have used LLMs

to pick initial higher-level actions and then used an RL agent to search after that

subspace [19]. A lot of advancements in RL performance have come from learning from

demonstrations. One such proposed method, DQfD leverages human demonstrations

to great success [8]. This method could be used for learning how to design circuits if

there was a dataset of sizing decisions made by expert designers on different circuits.
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Chapter 6

Conclusion

Key Takeaways

The key contributions of this thesis include the evaluation of the analog circuit de-

sign capabilities of current state-of-the-art pre-trained large language models. The

development of an infrastructure for evaluating analog design tasks using LLMs. The

creation of an LLM-empowered optimization Python framework. And finally an im-

plementation of an LLM-RL training procedure for optimizing analog circuits. These

efforts lay the groundwork for further advancements in this field Currently, LLMs

remain relatively immature in highly specialized domains such as analog design. As

the technology evolves, this study can serve as a foundation for achieving more sub-

stantial improvements, potentially with the aid of more sophisticated or fine-tuned

LLMs.

Future Work

While preliminary experiments using these LLMs showed promising results when it

comes to using the models as chip design knowledge bases, further works need to be

done to verify these results. Specifically, analyses need to be performed to isolate

exactly what kinds of knowledge the models have about the circuits and the design

process as well as what parts of the prompt the models are using to generate their

response. The limits of the model should also be tested by increasing the complexity of
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the circuits provided past what was done in this thesis. This will also help determine if

the models have a deeper knowledge of circuit design based on whether they are able to

correctly analyze uncommon circuits they more likely will not have seen before. So far

the experiments have been performed using mostly zero-shot prompting techniques.

However, great performance improvements have been seen with Chain-Of-Thought

reasoning [28] and other more refined prompting techniques. Furthermore, a lot of

LLM improvement is done through fine-tuning [9]. This can improve the performance

of the LLM in specialized domains. [12] This strategy could also be leveraged on

smaller LLMs allowing the LLM to act more efficiently. The connection between the

LLM and the optimization algorithms can also be further improved. The optimization

strategies that limit the search space per iteration performed better than a completely

random search. However, since current LLMs are not quite adapted to this problem

their guidance is not yet better than random. If better guidance could be extracted

from future LLMs this approach would be promising. Another initial goal of the thesis

was to improve the transparency of circuit optimization through the use of LLMs.

However, the explanations provided by LLMs for their decisions could not be trusted

to always match their final answers. Nevertheless, this thesis provided a framework

for integrating LLM guidance with optimization algorithms. Although the guidance

from LLMs may not always be entirely accurate, summarizing or compiling it could

still yield valuable insights into the optimization process.
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Appendix A

Appendix

A.1 Truncated Netlists Given to LLM

A.1.1 Two Stage Transimpedance Amplifier

Uses open source transistors from EE214 HSpice models, Boris Murmann, January

2010

∗ Two Stage Transimpedance Ampl i f i e r

. param w1_2 = %su ∗ width o f nmos M1 and M2

. param w3_4 = %su ∗ width o f pmos M3 and M4

. param w5 = %su ∗ width o f nmos M5

. param w6 = %su ∗ width o f nmos M6

. param l1_2 = %su ∗ length o f nmos M1 and M2

. param l3_4 = %su ∗ length o f pmos M3 and M4

. param l5 = %su ∗ length o f nmos M5

. param l6 = %su ∗ length o f nmos M6

. param mul2_4 = %s ∗ mut ip l i e s width o f nmos M2 and M4
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. param Rf = %s ∗ r f r e s i s t o r

. param R6 = %s ∗ r6 r e s i s t o r va lue

vdd vdd 0 1 .8

cd iode in 0 200 f

∗ Stage 1 : M1, M2, M3, M4 make a cur rent to vo l tage

conver s i on c i r c u i t

∗ M1 and M2 make one cur rent mirror

M1 in in 0 0 nmos214 w=w1_2 l=l1_2

M2 out1 in 0 0 nmos214 w=mul2_4∗w1_2 l=l1_2

∗ M3 and M4 make the second cur rent mirror

M3 in in vdd vdd pmos214 w=w3_4 l=l3_4

M4 out1 in vdd vdd pmos214 w=mul2_4∗w3_4 l=l3_4

∗ Stage 2 :

∗ M5 makes a common source amp l i f i e r

M5 out2 out1 0 0 nmos214 w=w5 l=l5

∗ M6 i s the l ead o f M5

M6 vdd g6 out2 0 nmos214 w=w6 l=l6

∗ r f r e s i s t o r determines the gain

r f x in RF
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r6 vdd g6 R6

c load out2 0 20 f

vx out1 x 0

i s in 0 ac 1 dc 0 s i n (0 150u 1e9 )

. end

A.1.2 Three Stage Diff Trans Amplifier

Uses open source transistors from EE114 HSpice models, Boris Murmann, October

2008.

∗∗∗ Three Stage D i f f Trans Amp ∗∗∗

. param w1 = %su

. param w2_3 = %su

. param w4_5 = %su

. param w6_7 = %su

. param w8_9 = %su

. param w10_11 = %su

. param w12_13 = %su

. param w14_15 = %su

. param w16_17 = %su

. param l1 = %su

. param l2_3 = %su

. param l4_5 = %su

. param l6_7 = %su

. param l8_9 = %su
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. param l10_11 = %su

. param l12_13 = %su

. param l14_15 = %su

. param l16_17 = %su

. param rb = %sk

∗Using r e s i s t o r (RB) in s e r i e s with diode−connected MB to s e t

VovB

M4 vo1a 0 i i n a vss nmos114 w=’w4_5’ l =’l4_5 ’

M6 vo1a vo1a vdd vdd pmos114 w=’w6_7’ l =’l6_7 ’

M2 i i n a nbias vss vss nmos114 w=’w2_3’ l =’l2_3 ’

M5 vo1b 0 i i nb vss nmos114 w=’w4_5’ l =’l4_5 ’

M7 vo1b vo1b vdd vdd pmos114 w=’w6_7’ l =’l6_7 ’

M3 i i nb nbias vss vss nmos114 w=’w2_3’ l =’l2_3 ’

M10 vo2a vo1a v0d vss nmos114 w=’w10_11 ’ l =’l10_11 ’

M12 vo2a vo2a vdd vdd pmos114 w=’w12_13 ’ l =’l12_13 ’

M8 v0d nbias vss vss nmos114 w=’w8_9’ l =’l8_9 ’

M11 vo2b vo1b v0d vss nmos114 w=’w10_11 ’ l =’l10_11 ’

M13 vo2b vo2b vdd vdd pmos114 w=’w12_13 ’ l =’l12_13 ’

M9 v0d nbias vss vss nmos114 w=’w8_9’ l =’l8_9 ’

M16 vdd vo2a vouta vss nmos114 w=’w16_17 ’ l =’l16_17 ’

M14 vouta nbias vss vss nmos114 w=’w14_15 ’ l =’l14_15 ’

M17 vdd vo2b voutb vss nmos114 w=’w16_17 ’ l =’l16_17 ’

M15 voutb nbias vss vss nmos114 w=’w14_15 ’ l =’l14_15 ’
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∗∗∗ Bias C i r cu i t r y ∗∗∗

M1 nbias nbias vss vss nmos114 w=’w1 ’ l =’ l1 ’

rB vdd nbias ’ rb ’

. end

A.1.3 Two-Stage Voltage Amplifier

∗∗∗ Two−Stage Voltage Ampl i f i e r ∗∗∗

∗ parameters

. param w2_6_8_9_11_12_16_17=%sn ∗ width o f nmos M2, M6, M8,

M9, M11, M12, M16 and M17

. param w1_4_10_15_22=%sn ∗ width o f pmos M1, M4, M10, M15,

and M22

. param w13_14_20_21=%sn ∗ width o f pmos M13, 14 , 20 , and 21

. param w0_3=%sn ∗ width o f nmos M0 and M3

. param w5_7=%sn ∗ width o f pmos M5 and M7

. param l2_6_8_9_11_12_16_17=%sn ∗ length o f nmos M2, M6, M8,

M9, M11, M12, M16 and M17

. param l1_4_10_15_22=%sn ∗ length o f pmos M1, M4, M10, M15,

and M22

. param l13_14_20_21=%sn ∗ length o f o f pmos M13, 14 , 20 , and

21

. param l0_3=%sn ∗ length o f nmos M0 and M3

. param l5_7=%sn ∗ length o f pmos M5 and M7

. param mul16_17=%s ∗ mut ip l i e s s i z e o f nmos M16 and M17

. param mul12=%s ∗ mut ip l i e s s i z e o f nmos M12

. param mul6_8=%s ∗ mut ip l i e s s i z e o f nmos M6 and M8
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. param mul2=%s ∗ mut ip l i e s s i z e o f nmos M2

. param mul1_4=%s ∗ mut ip l i e s s i z e o f pmos M1 and M4

. param mul15_22=%s ∗ mut ip l i e s s i z e o f pmos M15 and M22

. param r0_1=%sK ∗ r0 and r1 r e s i s t o r va lue

. param c0_1=%s f ∗ c0 and c1 capac i t o r va lue

// Ce l l name : Miller_two_stage

subckt Miller_two_stage vbn vdd vin vip von vop v r e f

M17 ( net015 net015 0 0) nch l=l2_6_8_9_11_12_16_17 w=

w2_6_8_9_11_12_16_17 m=mul16_17 nf=1

M16 ( net021 net021 0 0) nch l=l2_6_8_9_11_12_16_17 w=

w2_6_8_9_11_12_16_17 m=mul16_17 nf=1

M12 ( net3 vcmfb 0 0) nch l=l2_6_8_9_11_12_16_17 w=

w2_6_8_9_11_12_16_17 m=mul12 nf=1

M11 (vbn vbn 0 0) nch l=l2_6_8_9_11_12_16_17 w=

w2_6_8_9_11_12_16_17 m=1 nf=1

M9 (vbp vbn 0 0) nch l=l2_6_8_9_11_12_16_17 w=

w2_6_8_9_11_12_16_17 m=1 nf=1

M8 ( von vbn 0 0) nch l=l2_6_8_9_11_12_16_17 w=

w2_6_8_9_11_12_16_17 m=mul6_8 nf=1

M6 ( vop vbn 0 0) nch l=l2_6_8_9_11_12_16_17 w=

w2_6_8_9_11_12_16_17 m=mul6_8 nf=1

M3 ( net4 vin net3 0) nch l=l0_3 w=w0_3 m=1 nf=1

M2 ( net3 vbn 0 0) nch l=l2_6_8_9_11_12_16_17 w=

w2_6_8_9_11_12_16_17 m=mul2 nf=1

M0 ( net1 vip net3 0) nch l=l0_3 w=w0_3 m=1 nf=1

M22 ( net35 vbp vdd vdd ) pch l=l1_4_10_15_22 w=

w1_4_10_15_22 m=mul15_22 nf=1
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M21 ( net021 v r e f net35 vdd ) pch l=l13_14_20_21 w=

w13_14_20_21 m=1 nf=1

M20 ( net015 von net35 vdd ) pch l=l13_14_20_21 w=

w13_14_20_21 m=1 nf=1

M15 ( net18 vbp vdd vdd ) pch l=l1_4_10_15_22 w=

w1_4_10_15_22 m=mul15_22 nf=1

M14 ( net021 v r e f net18 vdd ) pch l=l13_14_20_21 w=

w13_14_20_21 m=1 nf=1

M13 ( net015 vop net18 vdd ) pch l=l13_14_20_21 w=

w13_14_20_21 m=1 nf=1

M10 (vbp vbp vdd vdd ) pch l=l1_4_10_15_22 w=w1_4_10_15_22

m=1 nf=1

M7 ( von net4 vdd vdd ) pch l=l5_7 w=w5_7 m=1 nf=1

M5 ( vop net1 vdd vdd ) pch l=l5_7 w=w5_7 m=1 nf=1

M4 ( net4 vbp vdd vdd ) pch l=l1_4_10_15_22 w=w1_4_10_15_22

m=mul1_4 nf=1

M1 ( net1 vbp vdd vdd ) pch l=l1_4_10_15_22 w=w1_4_10_15_22

m=mul1_4 nf=1

R0 ( net012 net1 ) r e s i s t o r r=r0_1

R1 ( net011 net4 ) r e s i s t o r r=r0_1

C0 ( net012 vop ) capac i t o r c=c0_1

C1 ( net011 von ) capac i t o r c=c0_1

IPRB0 ( net015 vcmfb ) iprobe

ends Miller_two_stage

// End o f s u b c i r c u i t d e f i n i t i o n .

// Ce l l name : cmdmprobe

subckt cmdmprobe in1 in2 out1 out2
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parameters CMDM=1

ev i n j ( in2 out2 in1 out1 ) vcvs gain=CMDM

v in j ( inout in1 ) iprobe

vprb ( inout out1 ) iprobe

f i i n j (0 out2 ) pcccs gain=CMDM probes=[ vprb v i n j ]

c o e f f s =[ 0 1 1 ]

ends cmdmprobe

// End o f s u b c i r c u i t d e f i n i t i o n .

// Ce l l name : Closed_loop_two_stage_TB

I0 (vbn vdd vir_n vir_p net07 net06 v r e f ) Miller_two_stage

E0 ( vip v r e f net3 v r e f ) vcvs gain =0.5

E1 ( vin v r e f net3 v r e f ) vcvs gain=−0.5

V0 ( v r e f 0) vsource dc=0.9 type=dc

V2 (vdd 0) vsource dc=1.8 type=dc

V1 ( net3 v r e f ) vsource mag=1 type=s i n e

C7 ( vir_n vop ) capac i t o r c=1p

C6 ( vin vir_n ) capac i t o r c=1p

C4 ( vir_p von ) capac i t o r c=1p

C2 ( vip vir_p ) capac i t o r c=1p

C0 ( von 0) capac i t o r c=2.5 f

C1 ( vop 0) capac i t o r c=2.5 f

I1 ( vdd vbn ) i s ou r c e dc=10u type=dc

I2 ( net07 net06 von vop ) cmdmprobe CMDM=−1

R2 ( v r e f vir_n ) r e s i s t o r r=1T

R0 ( v r e f vir_p ) r e s i s t o r r=1T

. end
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